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Figure 1. Super-resolution with scale factors 4 and 8, using Stable Diffusion and Guided Diffusion, and our method ADIR. The adaptability

of ADIR allows reconstructing finer details.

Abstract

In recent years, denoising diffusion models have demon-
strated outstanding image generation performance. The in-
formation on natural images captured by these models is
useful for many image reconstruction applications, where
the task is to restore a clean image from its degraded obser-
vations. In this work, we propose a conditional sampling
scheme that exploits the prior learned by diffusion models
while retaining agreement with the observations. We then
combine it with a novel approach for adapting pre-trained
diffusion denoising networks to their input. We examine two
adaption strategies: the first uses only the degraded image,
while the second, which we advocate, is performed using
images that are “nearest neighbors” of the degraded im-
age, retrieved from a diverse dataset using an off-the-shelf
visual-language model. To evaluate our method, we test
it on two state-of-the-art publicly available diffusion mod-
els, Stable Diffusion and Guided Diffusion. We show that
our proposed ‘adaptive diffusion for image reconstruction’
(ADIR) approach achieves a significant improvement in the

super-resolution, deblurring, and text-based editing tasks.
Our code and additional results are available online in the
project web page.

1. Introduction

Image reconstruction problems appear in a wide range
of applications, where one would like to reconstruct an un-
known clean image x € R”™ from its degraded version
y € R™, which can be noisy, blurry, low-resolution, etc.
The acquisition (forward) model of y in many important
degradation settings can be formulated using the following
linear model

y =Ax+e, (1)

where A € R™*" is the measurement operator (blurring,
masking, sub-sampling, etc.) and e € R™ ~ N(0,021,,)
is the measurement noise. Typically, just fitting the obser-
vation model is not sufficient for recovering x successfully.
Thus, prior knowledge on the characteristics of x is needed.

Over the past decade, many works suggested solving the
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inverse problem in Eq. (1) using a single execution of a deep
neural network, which has been trained on pairs of clean
{x;} images and their degraded versions {y;} obtained by
applying the forward model (1) on {x;} [14,28,45,51]. Yet,
these approaches tend to overfit the observation model and
perform poorly on setups that have not been considered in
training [20,41,47]. Tackling this limitation with dedicated
training for each application is not only computationally in-
efficient but also often impractical. This is because the exact
observation model may not be known before inference time.

Several alternative approaches such as Deep Image Prior
[48], zero-shot-super-resolution [4 1] or GSURE-based test-
time optimization [!] rely solely on the observation image
y. They utilize the implicit bias of deep neural networks and
gradient-based optimizers, as well as the self-recurrence of
patterns in natural images when training a neural model di-
rectly on the observation and in this way reconstruct the
original image. Although these methods are not limited to
a family of observation models, they usually perform worse
than data-driven methods, since they do not exploit the ro-
bust prior information that the unknown image x share with
external data that may contain images of the same kind.
Other popular approaches, which do exploit external data
while remaining flexible to the observation model, use deep
models for imposing only the prior. Such methods typically
use pretrained deep denoisers [3, 46, 50, 52] or generative
adversarial networks (GANSs) [8, 12,21] within their opti-
mization schemes, where consistency of the reconstruction
with the observation y is maintained by minimizing a data-
fidelity term.

Recently, diffusion models [13, 18,31,42] have shown
remarkable capabilities in generating high-fidelity images.
These models are based on constructing a Markov chain dif-
fusion process of length 7" for each training sample. In ad-
dition, they learn the reverse process, namely, the denoising
operation between each two points in the chain. Sampling
images via pretrained diffusion models is performed by
starting with a pure white Gaussian noise image, This is fol-
lowed by progressively sampling a less noisy image, given
the previous one, until reaching a clean image after 7 iter-
ations. Since diffusion models capture prior knowledge of
the data, one may utilize them as deep priors/regularization
for inverse problems of the form (1) [5,9,22,29,36,44].

In this work, we propose an Adaptive Diffusion frame-
work for Image Reconstruction (ADIR). First, we devise a
diffusion guidance sampling scheme that solves (1) while
restricting the reconstruction of x to the range of a pre-
trained diffusion model. Our scheme is based on novel
modifications to the guidance used in [13] (see Section 3.2
for details). Then, we propose two techniques that use
the observations y to adapt the diffusion network to pat-
terns beneficial for recovering the unknown x. Adapting the
model’s parameters is based either directly on y or on K ex-

ternal images similar to y in some neural embedding space
that is not sensitive to the degradation of y. These images
may be retrieved from a diverse dataset and the embedding
can be calculated using an off-the-shelf encoder model for
images such as CLIP [34]. As far as we know, our ADIR
framework is the first adaptive diffusion approach for in-
verse problems. We evaluate it with two state-of-the-art
diffusion models: Stable Diffusion [36] and Guided Dif-
fusion [13], and show that it outperforms existing methods
in the super-resolution and deblurring tasks. Finally, we
demonstrate that our proposed adaptation strategy can be
employed also for text-guided image editing.

2. Related Work

Diffusion models In recent years, many works utilized
diffusion models for image manipulation and reconstruc-
tion tasks [22, 23, 36, 39, 49], where a denoising network
is trained to learn the prior distribution of the data. At
test time, some conditioning mechanism is combined with
the learned prior to solve very challenging imaging tasks
[4,5,10].

In [39, 49] the problems of deblurring and super-
resolution were considered. Then, a diffusion model has
been trained to perform this task where instead of adding
noise at each of its steps, a blur or downsampling is per-
formed. In this way, the model learns to carry out the de-
blurring or super-resolution task directly. Notice that these
models are trained for one specific task and cannot be used
for the other as is.

The closest works to us are [16,23,40]. These very recent
concurrent works consider the task of image editting and
perform an adaptation of the used diffusion model using the
provided input and external data. Yet, notice that neither
of these works consider the task of image reconstruction as
we do here or apply our proposed sampling scheme for this
task.

Image-Adaptive Reconstruction Adaptation of pre-
trained deep models, which serve as priors in inverse prob-
lems, to the unknown true x through its observations at hand
was proposed in [21,47]. These works improve the recon-
struction performance by fine-tuning the parameters of pre-
trained deep denoisers [47] and GANs [2 1] via the observed
image y instead of keeping them fixed during inference
time. The image-adaptive GAN (IAGAN) approach [21]
has led to many follow up works with different applica-
tions, e.g., [0,32,33,35]. Recently, it has been shown that
one may even fine-tune a masked-autoencoder to the input
data at test-time for improving the adaptivity of classifica-
tion neural networks to new domains [15].

In this paper we consider test-time adaptation of diffu-
sion models for inverse problems. As far as we know, adap-
tation of diffusion models has not been proposed. Further-



more, while existing works fine-tune the deep priors directly
using y, we propose an improved strategy where the tuning
is based on K external images similar to y that are automat-
ically retrieved from an external dataset.

3. Method

We now turn to present our proposed approach. Yet, be-
fore doing that we first provide a short introduction to reg-
ular denoising diffusion models. After that we describe our
proposed strategy for modifying the sampling scheme of
diffusion models for the task of image reconstruction. Fi-
nally, we present our suggested adaptation scheme.

3.1. Denoising Diffusion Models

Denoising diffusion models [18, 42] are latent variable
generative models, with latent variables x1,Xso,...,Xp €
R™ (the same dimensionality as the data x ~ ¢x). Given
a training sample xo ~ @, these models are based on con-
structing a diffusion process (forward process) of the vari-
ables x1.7 := X1, X2, ..., X7 as a Markov chain from xq to
x7 of the form

T
q(x:rlx0) == [ [ a(xelxi-1) @)
t=1

where q(x¢|xi—1) = N(V1—Bixt—1,B:1,), and 0 <
b1 < ... < Br = 1is the diffusion variance schedule (hy-
perparameters of the model). Note that sampling x;|x( can
be done via a simplified way using the parametrization [ 1 8]:

Xt = \/O_Ttx(] + Vv 1- O_étev €~ N(Ovln)v (3)

where oy := 1 — 3y and &y := Hizl a,. The goal of these
models is to learn the distribution of the reverse chain from
X t0 X, which is parameterized as the Markov chain

T
po(Xo.r) := p(X7 H (x¢e—1[x¢), “4)

N(H’Q(Xtvt))7 Eg(Xt,t),
1 1 — Ot

VT e

and 6 denotes all the learnable parameters. Essentially,
€9(x¢, t) is an estimator for the noise in x; (up to scaling).
The parameters 6 of the diffusion model
(eg(xt,t), Xg(x¢,t)) are optimized by minimizing
evidence lower bound [42], a simplified score-matching
loss [18, 43], or a combination of both [13, 31]. For
example, the simplified loss involves the minimization of

Esimple = ||6 - 60(\/579(0 +v1- dt&ﬂ”% (6)

where pg(x;—1|x¢) :=

NQ(Xtat) = Xt7 ))7 (5)

in each training iteration, where x is drawn from the train-
ing data, ¢ uniformly drawn from {1, ..., 7'} and the noise €
is drawn from A/(0,TL,,).

Given a trained diffusion model (€g(x¢,t), Xo(x¢,1t)),
one may generate a sample x( from the learned data dis-
tribution py by initializing x7 ~ N(0,1,,) and running the
reverse diffusion process by sampling

xi—1 ~ N(pg(x¢, 1), Bo(x4, 1)), @)

where 0 < ¢ < T and py(x¢, ) is defined in (5).

The class-guided sampling method that has been pro-
posed in [13] modifies the sampling procedure in (7) by
adding to the mean of the Gaussian a term that depends
on the gradient of an offline-trained classifier, which has
been trained using noisy images {x;} for each ¢, and ap-
proximates the likelihood p,|x,, where c is the desired class.
This procedure has been shown to improve the quality of the
samples generated for the learned classes.

3.2. Diffusion based Image Reconstruction

We turn now to extend the guidance method of [13]
to image reconstruction. First, we conceptually general-
ize their framework to inverse problems of the form (1).
Namely, given the observed image y, we modify the guided
reverse diffusion process to generate possible reconstruc-
tions of x that are associated with y rather than arbitrary
samples of a certain class. Similarly to [13], ideally, the
guiding direction at the ¢ iteration should follow from (the
gradient of) the likelihood function py |, .

The key difference between our framework and [13] is
that we need to base our method on the specific degraded
image y rather than on a classifier that has been trained for
each level of noise of {x;}. However, only the likelihood
function Dy|xo is known, i.e., of the clean image x that is
available only at the end of the procedure, and not for every
1 <t < T. To overcome this issue, we propose a surrogate
for the intermediate likelihood functions py|y,. Our relax-
ation resembles the one in a recent concurrent work [11].
Yet, their sampling scheme is significantly different and has
no adaptation ingredient.

Similar to [ 3], we guide the diffusion progression using
the log-likelihood gradient. Formally, we are interested in
sampling from the posterior

Po(Xe|Xt41,¥) X Po(Xet[Xe41) Py, (¥[X1), 3

where py |x, (|x¢) is the distribution of y conditioned on x;,
and po (X¢|xe+1) = N (pg(Xe41,t + 1)), Bp(Xp 41, + 1))
is the learned diffusion prior. For brevity, we omit the argu-
ments of p, and Xy in the rest of this subsection.

Under the assumption that the likelihood log pyx, (¥]-)
has low curvature compared to 3, 1 [13], the following ap-
proximation using Taylor expansion around x; = g, is
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Figure 2. Diagram of our proposed method ADIR (Adaptive Diffusion for Image Reconstruction) applied to the super resolution task.
Given a pretrained diffusion model (€4 (-), 3¢(+)) and a Low Resolution (LR) image, we look for the K nearest neighbor images to the LR
image, then using ADIR we adapt the diffusion model and use it for reconstruction.

valid

10gpy|xt (ylxt) ~ logpy\xt (y|xt)|xt=N9
+ (xt - I*"/O)Tvxt logpy\xt (y|xt)|xt:ug
= (x¢ — 1) 'g + C1, ©)

where g = V, log py|x, (¥|Xt)|x,=p,. and C is a constant
that does not depend on x;. Then, similar to the computa-
tion in [13], we can use (9) to express the posterior (8) in
the following form

log(pa (x¢[Xt+1)Py|x, (Y]%t)) = C2 +logp(z),  (10)

where z ~ N (py + 2pg, Xp), and C5 is some constant
that does not depend on x;. Therefore, for conditioning
the diffusion reverse process on y, one needs to evaluate
the derivative g from a (different) log-likelihood function
log py|x, (¥|*) at each iteration ¢.

Observe that we know the exact log-likelihood function
for t = 0. Since the noise e in (1) is white Gaussian with
variance o2, we therefore have following distribution

Pyx(y1x) = N(Ax, 0%L,) o e 77 IV =A%IE (11

In the denoising diffusion setup, y is related to x( using the
observation model (1). Therefore,

10g Py x, (Y1%0) o —[|Ax0 — y 3. (12)

However, we do not have tractable expressions for the like-
lihood functions {py|x, (y|-)}{—,. Therefore, motivated by
the expression above, we propose the following approxima-
tion

10gpy|xt (Y|Xt) ~ logpy\xo (Y|§(0(Xt))7 (13)

where

Xo(x¢) = (xt — \/1——07,569(xt,t)) /Vag  (14)

is an estimation of xg from x;, which is based on the
(stochastic) relation of x; and xq in (3) and the random
noise € is replaced by its estimation €y (xy, t).

From (11) and (13) it follows that g in (9) can be approx-
imated at each iteration ¢ by evaluating (e.g., via automatic-
differentiation)

g~ —thHA}A(O(Xt) - Y\|§|xt=ue' (15)

Note that existing methods [ 1 1,22,44] either use a term that



Algorithm 1 Proposed guided diffusion sampling for image
reconstruction given a diffusion model (e4(+), Xy(-)), and a
guidance scale s

Require: (es(-),30(-)), y, s
1: xr < sample from N(0,1I,,)
2: for all ¢ from 7" to 1 do
3 &3 eg(xe,t), Do(xe, t)

B \/%(Xt - \}%A)

4:
5: Yt \/dty+\/1—6[tAé
6:
7

g« —2AT(Ap —yy) L
: xy_1 < sample from N (i1 + s3g, 3)
8: end for
9: return xg

resembles (15) with the naive approximation Xo(x;) = x¢
[22,44], or significantly modify (15) before computing it via
automatic derivation framework [1 1] (we observed that try-
ing to compute the exact (15) is unstable due to numerical
issues). For example, in the official implementation of [11],
which uses automatic derivation, the squaring of the norm
in (15) is dropped even though this is not stated in their pa-
per (otherwise, the reconstruction suffers from significant
artifacts). In our case, we use the following relaxation to
overcome the stability issue of using (15) directly. For a
pretrained denoiser predicting €y from x; and 0 < ¢t < T
we have

[A%o(xt) — ¥[5 = |A(x; — V1 —aces)/Va: -yl
x [[Ax; — 1 — &y Aeg — Varyl|3
= ||Ax, — Vary — V1 — aAe3
= [|Ax; — yil3, (16)

where y; = /@y + /1 — a;Ae€y . Consequently, we
propose to replace the expression for g (the guiding likeli-
hood direction at each iteration ¢) that is given in (15) with a
surrogate obtained by evaluating the derivative of (16) w.r.t.
x4, which is given by

g~ —2AT(Ax, — Vi)l xo=pup (17)

that can be used for sampling the posterior distribution as
detailed in Algorithm 1.

3.3. Adaptive Diffusion

Having defined the guided inverse diffusion flow for im-
age reconstruction, we turn to discuss how one may adapt
a given diffusion model to a given degraded image y as de-
fined in (1). Assume we have a pretrained diffusion model
(eg(-), Xp()), then the adaptation scheme is defined by the

following minimization problem

T
6 = arg ngil’lzgsimple(yu €9) (18)

t=1

which can be solved efficiently using stochastic gradient de-
scent, where at each iteration the gradient step is performed
on a single term of the sum above, for 0 < ¢t < T chosen
randomly.

Adapting the denoising network to the measurement im-
age y, allows it to learn cross-scale features recurring in the
image. Such an approach has been proven to be very helpful
in reconstruction-based algorithms as shown in [21,47].

However, in some cases where the image does not satisfy
the assumption of recurring patterns across scales, this ap-
proach can lose some of the sharpness captured in training.
Therefore, in this work we extend the approach to few-shot
fine-tuning adaptation, where instead of solving (18) w.r.t.
Yy, we propose an algorithm for retrieving K images similar
to x from a large dataset of diverse images, using off-the-
shelf embedding distance.

Let (£,(+),&(+)) be some off-the-shelf multi-modal en-
coder trained on visual-language modalities. Examples in-
clude CLIP [34], BLIP [27], and CyCLIP [17]). Let &,(-)
and &,(+) be the visual and language encoders respectively.
Then, given a large diverse dataset of natural images, we
propose to retrieve K images, denoted by {z;} |, with
minimal embedding distance from y. Formally, let Do be
an arbitrary external dataset, then

{zi}iey = {21, ..., 2k |0 (21,y) < ... < ez, Y)
< ¢¢(2z,y),Vz € Dia \ {z1,....,2x }},  (19)

where ¢¢(a, b) = 2 arcsin(0.5]|¢(a) —£(b)||2) is the spher-
ical distance and & can be either the visual or language en-
coder depending on the provided conditioning of the appli-
cation.

After retrieving K-NN images {zk}kk=1 from Dys, we
fine-tuning the diffusion model on them, which adapts the
denoising network to the context of y, where we use the
loss in (6) to modify the denoiser parameters 6. We refer to
this K-NN based adaptation technique as ADIR (Adaptive
Diffusion for Image Reconstruction), which is described
schematically in Figure 2.

4. Experiments

We evaluate our method on two state-of-the-art diffusion
models, Guided Diffusion (GD) [13] and Stable Diffusion
(SD) [36], showing results on super-resolution and deblur-
ring. In addition, we show how the adaptive diffusion can
be used for the task of text-based editing using stable diffu-
sion. In the project web page we provide more comparisons
and setups.
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GT Blurry

Guided Diffusion ADIR

Figure 3. Image deblurring using Guided Diffusion approach from section 3.2 and ADIR, using the unconditional model from [13]. The
degradation is performed using 5 x 5 uniform blur filter with 10 levels of additive Gaussian noise. Note the better quality of our method.

Guided diffusion [13] provides several models with a
conditioning mechanism built-in the denoiser. However,
in our case, we perform the conditioning using the log-
likelihood term. Therefore, we used the unconditional
model that was trained on ImageNet [37] and produces im-
ages of size 256 x 256. In the original work, the condition-
ing for generating an image from an arbitrary class was per-
formed using a classifier trained to classify the noisy sample
x; directly, where the log-likelihood derivative can be ob-
tained by deriving the corresponding logits w.r.t. x; directly.
In our setup, the conditioning is performed using g in (17),
where A is defined by the reconstruction task, which we
specify in the sequel.

In addition to GD, we demonstrate the improvement that
can be achieved using stable diffusion [36], where we use
the publicly available super-resolution and text-based edit-
ing models for it. Instead of training the denoiser on the
natural images domain directly, they suggest to use a Vari-
ational Auto Encoder (VAE) and train the denoiser using a
latent representation of the data. Note that the lower dimen-
sionality of the latent enables the network to be trained on
higher resolutions.

In all cases, we adapt the diffusion models in the image
adaptive scheme presented in section 3.3, using the Google
Open Dataset [26] as the external dataset Dya, from which
we retrieve K images, where K = 20 for GD and K = 50
for SD (several examples of retrieved images are shown
in Figure 7). For optimizing the network parameters we
use Adam [25] and stabilize the training using Exponential

Moving Average (EMA). The specific implementation con-
figurations are detailed in Table 4. We run all of our experi-
ments on a NVIDIA RTX A6000 48GB card, which allows
us to fine-tune the models by randomly sampling a batch of
6 images from {z;, } 5_,, where in each iterations we use the
same 0 < t < T for images in the batch.

Bicubic Guided Diffusion 1A ADIR (GD)
SRx4 || 29.847/3.617 64.630/4.876 63.973/4.807 | 68.756 /5.163
SRx8 || 17.915/3.523 54.406 / 4.433 - 58.580/ 4.476

Table 1. Super resolution with a scale factor of 4 (1282 — 512%)
results for the unconditional guided diffusion model [13]. The re-
sults are averaged on the first 50 images of the DIV2K validation
set [2]. We compare our method to the baseline approach pre-
sented in Section 3.2, Bicubic upsampling, and the Image Adap-
tive (IA) method relying solely on y with no external data. We use
both the AVA-MUSIQ and KonlQ-MUSIQ [24] for evaluation.

Stable Diffusion
69.184 /5.073

Bicubic
SRx4 || 36.953/4.159

ADIR (SD)
72.703 / 5.545

Table 2. Super resolution with a scale factor of 4 (2562 — 1024?)
using the Stable Diffusion SR model [36]. Similar to Table 1, the
results are averaged on the first 50 images of the DIV2K valida-
tion set [2]. We compare our method to the baseline approach
presented by Stable Diffusion and Bicubic upsampling. We use
both the AVA-MUSIQ and KonlQ-MUSIQ [24] for evaluation.
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Figure 4. Comparison of super resolution (2562 — 10242) results of Stable Diffusion model [36] and our method (ADIR). As can be seen
from the images, our method outperforms Stable Diffusion in both sharpness and reconstructing details.

Guided Diffusion ADIR (GD)
Uniform Deblur (256) 49.195/4.196 56.874 / 4.403
Uniform Deblur (512) 58.665/4.812 61.655 / 4.880
Gaussian deblur (256) 48.114/4.013 51.804 / 4.194

Table 3. Deblurring with 5 x 5 box filter and 10 noise levels results
for the unconditional guided diffusion model [13]. Similar to SR
in Table 1, the results are averaged on the first 50 images of the
DIV2K validation set [2]. We compare our method to the baseline
approach presented in Section 3.2. We use both the AVA-MUSIQ
and KonlQ-MUSIQ [24] for evaluation.

4.1. Super Resolution

In the Super-Resolution (SR) task one would like to re-
construct a high resolution image x from its low resolution
image y, where in this case A represents an anti-aliasing fil-
ter followed by sub-sampling with stride ~y, which we refer
to as the scaling factor. In our use-case we employ a bicubic
anti-aliasing filter and assume e = 0, similarly to most SR
works.

Here we apply our approach on two different diffusion
based SR methods, Stable Diffusion [36], and section 3.2

approach combined with the unconditional diffusion model
from [13]. In Stable Diffusion, the low-resolution image
y is upscaled from 256 x 256 to 1024 x 1024, while in
Guided Diffusion we use the unconditional model trained
on 256 x 256 images, to upscale y from 128 x 128 to
512 x 512 resolution. When adapting Stable diffusion, we
downsample random crops of the i -NN images using A,
which we encode using the VAE and plug into the network
conditioning mechanism. We fine-tune both models using
random crops of the K-NN images, to which we then add
noise using the scheduler provided by each model.

The perception preference of generative models-based
image reconstruction has been seen in many works [7,8,21].
Therefore, we chose a perception-based measure to evalu-
ate the performance of our method. Specifically, we use the
state-of-the-art AVA-MUSIQ and KonlQ-MUSIQ percep-
tual quality assessment measures [24], which are state-of-
the-art image quality assessment measures. We report our
results using the two measures averaged on the first 50 val-
idation images of the DIV2K [2] dataset. As can be seen in
Tables 1, 2, our method significantly outperforms both Sta-
ble Diffusion and GD-based reconstruction approaches. We
compare our SR results to Stable Diffusion SR and Guided



Diffusion without adaptation, as well as using Image Adap-
tation (IA) performed on y with no external data. The latter
is done only for guided diffusion and show inferior perfor-
mance compared to using external data. Therefore, in the
other experiments we use only the external data for improv-
ing the optimization. A clear dominance of our method can
be seen in the tables.

We also show qualitative results in Figures 1 and 4. As
can be seen, our method achieves superior restoration qual-
ity, where in some cases it restores fine details that were
blurred out in the acquisition of the ground-truth image.

4.2. Deblurring

In deblurring, y is obtained by applying a uniform blur
filter of size 5 X 5 on x, followed by adding measurment
noise e ~ N(0,021,,), which in our setting is o = 10.

We apply the approach in section 3.2 on Guided Dif-
fusion unconditional model [13] to solve the task. In this
case, A can be implemented by applying the blur kernel on
a given image.

We use the unconditional diffusion model provided by
GD [13], which was trained on 256 x 256 size images. Yet,
in our tests, we solve the deblurring task on images of size
256 x 256 as well as 512 x 512, which emphasizes the re-
markable benefit of the adaptation, as it allows the model to
generalize to resolutions not seen in training.

Similar to SR, in Table 3 we report the KonlQ-MUSIQ
and AVA-MUSIQ [24] measures, averaged on the first 50
DIV2K validation images [2], where we compare our ap-
proach to the guided diffusion reconstruction without image
adaptation. A visual comparisons are also available in Fig-
ure 3, where a very significant improvement can be seen in
both robustness to noise and reconstructing details.

4.3. Text-Guided Editing

Text-guided image editing is the task of completing a
masked region of x according to a prompt provided by the
user. In this case, the diffusion model needs predict objects
and textures correspondent to the provided prompt, there-
fore we chose to adapt the network on {z; }X | retrieved
using the text encoder, i.e. by solving (19) using &,. For
evaluating our method on this application, we use the state-
of-the-art inpainting model of Stable Diffusion [36]. Where
y encoded and concatenated with the mask resized to latent
dimension, which are then plugged to the denoising net-
work. When adapting the network, we follow the training
scheme of Stable Diffusion, where we use random masks
and the classifier-free conditioning approach [19] used for
training Stable Diffusion, where the text embedding is ran-
domly chosen to either be the encoded prompt or the em-
bedding of an empty prompt. Notice that we cannot com-
pare to [16,23,40] as there is no code available for them. For
some of them, we do not even have access to the diffusion

model that they adapt [38]

Figure 6 presents the editing results and compares to
both stable diffusion and GLIDE. GLIDE is the basis of
the popular DALL-E-2 model. The images of GLIDE are
taken from the paper. We use ADIR with stable diffusion
and optimize them using the same seed.

Since Stable Diffusion was trained using a lossy latent
representation with smaller dimensionality than the data, it
is clear that GLIDE can achieve better results. However, be-
cause our method adapts the network to a specific scenario,
it enables the model to produce cleaner and more accurate
generations, as can be seen in Figure 6. In the first image
we see that Stable Diffusion adds an object that does not
blend well and has artifacts, while when combined with our
approach the quality improves significantly. Similarly, in
the second image we see that Stable Diffusion produces an
inaccurate edit, where it adds a brown hair instead of red
hair. This is again improved by our adaptation method.

5. Conclusion

We have presented the Adaptive Diffusion Image Re-
construction (ADIR) method, in which we improve the re-
construction results in several imaging tasks using off-the-
shelf diffusion models. We have demonstrated how our
adaptation can significantly improve existing state-of-the-
art methods, e.g. Stable Diffusion for super resolution,
where the exploitation of external data with the same con-
text as y, combined with our adaptation scheme leads to a
significant improvement. Specifically, the produced images
are sharper and have more details than the original ground
truth image.

One limitation of our approach is that as is the case with
all diffusion models, there is randomness in the generation
results. Therefore, they quality of the output may depend
on the seed used. Yet, we still find that when we compare
our approach and the baseline with the same seed, we get an
improvement in the vast majority of cases. We provide ad-
ditional examples in the project web page of such randomly
generated pairs with different random seeds to further show
the consistent improvement that can be achieved by our pro-
posed strategy.
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Metho dConﬁguratlon IA iterations | learning rate | EMA | NN images | s | diffusion steps
Super Resolution x4
GD 0 - - - 10 1000
IA-GD 100 10714 0.95 - 10 1000
ADIR-GD 400 1074 0.8 20 10 1000
SD - - - - - 500
ADIR-SD 400 1074 0.95 50 - 500
Super Resolution x8
GD 0 - - - 20 1000
ADIR-GD 400 1071 0.8 20 20 1000
Deblurring
GD 0 - - - 10 1000
ADIR-GD 400 1074 0.8 20 10 1000
Text based editing
SD - - - - - 500
ADIR-SD 1000 10°° 0 50 - 500
Table 4. Configurations used for ADIR.
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Figure 5. Text-based image editing comparison between Stable Diffusion [36] and ADIR, using the prompt “Africa” for two different
seeds.



“A vase of flowers on the table of a living room”

“A man with red hair”

“An old car in a snowy forest”
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Figure 6. Text-based image editing comparison between GLIDE (full) [30], Stable Diffusion [36] and ADIR applied to the Stable Diffusion
model. The images are taken from [30], since their official high-resolution model was not publicly released. As can be seen, our method
produces more realistic images in cases where Stable Diffusion either was not accurate (brown hair instead of red) or in terms of artifacts.
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Figure 7. Examples of images retrieved from Google Open Dataset [26] using CLIP [34] for super resolution with scale factor of 8
(64° — 512%).
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